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Abstract

This paper describes a body of work aimed at extending the reach of mobile navigation and mapping. We
describe how running topological and metric mapping and pose estimation processes concurrently, using vision
and laser ranging, has produced a full six-degree-of-freedom outdoor navigation system. It is capable of producing
intricate 3D maps over many kilometers and in real time. We consider issues concerning the intrinsic quality of
the built maps and describe our progress towards adding semantic labels to maps via scene de-construction and
labeling. We show how our choices of representation, inference methods and use of both topological and metric
techniques naturally allow us to fuse maps built from multiple sessions with no need for manual frame alignment
or data association.

I. INTRODUCTION

This paper describes the techniques that we are employing tobuild an end-to-end and infrastructure-free
urban navigation system. We wish to build an embedded systemcapable of repetitively and progressively
(i.e. over multiple sessions) mapping large urban areas time and time again in six degrees of freedom
(6 D.O.F). Our concerns range from the low-level control of sensors and filtering their output through
to perception, estimation and inference, longevity, introspection, loop closing, data management, software
architectures and up to high level semantic labeling of maps. In the spirit of the International Symposium
of Robotics Research (ISRR), we aim to provide the reader with a technical panorama of how these
components work together and, while doing so, direct the reader to more detailed technical accounts, to
discuss their strengths and weaknesses and, where applicable, any open questions.

Recent years have seen wholesome progress in building robotic systems that can navigate in outdoor
settings. The recent literature on the DARPA Grand Challenges [70], [73], [32], [33] is a testament to
the complexity of the problems involved — problems that necessitate both a systems point of view and
a deep understanding of the perception and inference tasks involved. This paper, submitted to the special
issue on ISRR07, describes our progress towards building a combination of hardware and software which
will enable a robot to operate in typical urban environments(with or without a priori information) over
extended periods of time with no reliance on GPS. For any particular session, in real time, our software
infrastructure is able to process stereo images (collectedat 20Hz), infer 6 D.O.F. pose and dense disparity
maps, detect and apply loop closures using images from a panoramic camera, generate hi-fidelity 3D laser
maps and shade them with reflectance and/or color image data.That done, we can annotate these maps
with textual semantic labels.



While this functionality is a good substrate for single-session mobile autonomy, we have the additional
goal of supporting a “life long learning” paradigm. We learn, in an unsupervised fashion, models of the
appearance of typical workspaces from large amounts of training data (thousands of images). By logging
all data (at around 60Mb/s) and considering the totality of all data sets off line, this model, via the Fast
Appearance Based topological mapping framework (“FAB-MAP”) described in Section III, allows us to
stitch together intersecting vehicle trajectories from sessions taken days apart with no user intervention.
Our loop closure apparatus browses the union of recorded images and discovers intersections and overlaps
between sessions. With these topological constraints in hand, we are able to fuse chunks of maps together,
building ever larger metric and topological representations of the workspace. We now outline the structure
of this paper by walking through the key components of our system.

Pose and trajectory estimation is a fundamental requirement for our work and we currently
have two alternatives. The first, discussed in [51], [12] and[31], is a SLAM system driven by
scan matching between 3D laser point clouds, which is based on the Exactly Sparse Delayed State
formulation proposed by Eustice [21]. The second, which we will focus on in this paper, is more
suited to the vehicle shown in Figure 2. It is based on the Sliding Window Filter of Sibley [63]
and is driven by robust inter-frame feature tracking acrosssequential stereo image-pairs. This
vision system is described in Section II. Our motivation forpushing the vision-based system
over our 3D laser-based system is threefold: firstly, stereocameras are cheap; secondly, they
capture the geometry of the local scene orders of magnitude faster than scanning lasers. Finally,
in contrast to many scan matching techniques, the registration between sequential stereo views
(modulo correct feature tracking) uses the same real world artifacts rather than two different
clouds of laser points sampled from the workspace’s surfaces.

Topology inference. However good the online pose estimation engine is, without global in-
formation loop closure detection and prosecution (acting on the loop closure detection and
altering trajectory and map estimates) will always be a concern. Our loop closure detection
component, “FAB-MAP” (Fast Appearance Based Mapping) [13], [15], [14] is probabilistic and
solely appearance-based. Crucially for our needs, it is exceptionally fast and has an extremely
low false-positive rate; it is discussed further in SectionIII.

Global optimisation. Between them, the trajectory estimation and loop closing (FAB-MAP)
processes produce a graph of poses where edges represent themetric proximity between poses.
The pose estimation system directly provides high quality interpose constraints. The metric
parameterisations of the loop closures are however very uncertain — all we know is that we are
close to a place we have been before. In Section IV we describehow this topological information
is upgraded to a metric constraint. We do so either using an ICP (iterative closest point) match
of local-region point clouds or using two pairs of stereo images. Following that we perform pose
relaxation over the graph of poses and we discuss the formulation of the optimisation in Section
V.

3D map creation. In this paper, and in contrast to our earlier work, we do not use lasers for
pose estimation; instead, given a high quality 6 D.O.F. vehicle trajectory, we can capture the far-
field 3D structure, color and surface reflectance propertiesof the workspace by “trawling” a pair
of vertically oriented lasers through the workspace while taking a great deal of care regarding
time-stamping and system delay estimation. In Section VI wepresent some of the maps we are
able to produce and go on to analyse their detail and quality.
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Fig. 1. Aerial photos of the data collection sites, Begbroke(left) and New College (right). The criss-cross pattern in figures of the Begbroke
data set was executed in the vertical green wedge-shaped patch in the east and the large loop around the “C” shaped building. The “quad”
of New College, around which many small (circa 100m ) loops were made, can be seen in the North West of the right image. The large
“dog leg” shaped loop in the New College data sets runs East out of the quad and around the perimeter of the gardens.

Dense stereo. We have a facility to compute dense disparity maps from our stereo rig in real
time. This can be used for obstacle avoidance tasks but here it is used to fill in the 3D structure of
the workspace which is not sampled by our laser scanners, thus producing total scene coverage.
In Section VI-B we describe the approach we use for disparitycalculation and present statistics
regarding its performance.

Scene labeling. After map building comes our final step, which is the additionof semantic
labels to the maps. Section VIII describes how by learning a generative model of visual and
geometric appearance we are able to classify regions of the point clouds into one of (currently)
seven classes using a support vector machine.

A. Data Sets

For reasons of clarity, figures and tables of results will be presented close to the text that describes the
techniques that generate them, rather than in a monolithic results section. We therefore need to describe
the datasets up front so they can be referred to in individualsections. We collected data from two principal
sites in Oxfordshire, UK. We shall refer to them as “Begbroke” and “New College” and their characteristics
are summarised in Table I. Aerial photos of both data collection sites are shown in Figure 1, and the
caption describes how to locate the trajectories of the vehicle shown in this paper within these aerial
images. In all 67.2 GB of data was logged, all of which has beenprocessed and presented in this paper.
Much of the New College data has been published as part of an IJRR Data Paper and can be downloaded
and used by interested readers [65].

B. Platform

All the algorithms, systems and results in this paper have been applied to data gathered by the vehicle
shown in Figure 2. While there is nothing vehicle-specific inour work, it is worthwhile swiftly summarising
the vehicle’s characteristics. The vehicle is actuated by aRMP200 base from Segway. It has four internal
PCs at 1.6 GHz with around 1TB of total storage. Images streamed at 2Hz from a Point Grey Ladybug
camera (5 panoramic images) are used in our appearance-based loop closure (FAB-MAP) algorithm. Stereo
pairs read at 20Hz from a Point Grey Bumblebee camera are usedfor the online pose estimation and
dense stereo. Two vertically mounted LMS 291 lasers are usedin 75Hz mode to capture the far field
geometry. The vehicle can run for approximately 90 minutes on a single battery charge with all systems
powered.
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Fig. 2. The results in this paper correspond to data gatheredfrom the modified Segway platform shown above. The vehicle has a sensor
payload of 2 SICK lasers, an XSens inertial sensor, a GARMIN GPS, a Point Grey stereo “Bumblebee” camera and a “Ladybug 2” panoramic
camera. It carries four small form factor PCs linked with a GBit internal network. Total onboard storage is of the order of1TB.

TABLE I
SUMMARY OF THE SALIENT PROPERTIES OF THE TWO DATA SETS USED IN THIS PAPER

Data Set Properties
Name Measure Value

Begbroke

Size 9.3GB
Laser no
Stereo 20Hz at 512 by 384 mono
Omnicam 2Hz, 5 images color
Distance Driven 1.08 km
Sessions single shot

New College

Size Laser: 2.9GB, Images 53GB
Laser 2 × 75Hz over 90 degrees at 0.5 deg resolution
Stereo 20Hz at 512 by 384 mono
Omnicam 2Hz, 5 images color
Distance Driven 5.13 km
Sessions multiple over three days

II. REAL-TIME POSE ESTIMATION FROM STEREO

To reveal the underlying structure of the pose estimation inunknown environments problem, it is
useful to approach it from the non-linear least squares optimization perspective. This point of view is
much more in line with traditional statistical point estimation than state space filtering. This perspective
is useful for a number of reasons. First, it highlights the fundamental minimization principle at work
in least squares, which is sometimes harder to see from the state space filtering perspective. Second,
starting with the underlying probability density functions that describe our problem, it clearly shows the
probabilistic nature of the task — that is, tracking a joint distribution through a large state space; a
state space that changes dimension as we undertake the fundamental probabilistic operations of removing
parameters via marginalization, and adding parameters viaerror propagation and conditioning. A third
reason to use statistical point estimation is because it exposes a rich body of theory about the convergence
of least squares estimators. Further, starting from least squares one can easily see the connection to many
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Fig. 3. SLAM notations

important concepts like Newton’s method, Fisher Information, and the Cramer Rao Lower bound — all
of which have intuitive derivations starting from traditional statistical point estimation.

A. Notations

We will adopt the following notations illustrated by Figure3:
• the 6D robot poses will be denoted:xp = [xT

p1
, ...,xT

pm
]T ,

• the 3D landmarks will be written:xm = [xT
m1

, ...,xT
mn

]T ,
• zij will indicate a measurement of theith landmark observed from thejth pose,
• an input command to the robot (or a motion model) from a posejth will be written uj .
The state vector, comprised of the map and poses, isx = [xT

m,xT
p ]T and has dimensiondim(x) =

6m+3n. The aim is to estimate the state vector from the input commands and measurements. The effect
of the input command on the pose is modeled by theprocess modeland the effect of the measurement
appears through thesensor model.

Process model. The process model describes how the current pose can be estimated from the
previous pose using the input command:fj : R

6 → R
6, xpj

= fj(xpj
,uj+1)+wj+1, wherewj+1

is the process noise that we will assume to be Gaussian (this is a common assumption). The noise
vectorwj+1 is additive and we assume it follows a normal distributionwj+1 ∼ N (0,Qj+1), so
that xpj+1

∼ N (fj(xpj
,uj+1),Qj+1).

Sensor model. The sensor model,hij : R
dim(x) → R

dim(zij ), returns the expected value the sensor
will give when theith landmark is observed from thejth pose:zij = hij(xmi

,xpj
) + vij . We

assumevij ∼ N (0,Rij) so thatzij ∼ N (hij,Rij), whereRij is the observation error covariance
matrix. Concatenating all the observations, measurement functions and measurement covariances
together,z = [zT

10, z
T
11, ..., z

T
nm]T , h = [hT

10, h
T
11, ..., h

T
nm]T , and R = diag(R10, R11, ..., Rnm),

gives z ∼ N (h,R), which defines the measurement likelihoodp(z|x). The first posexp1
is a

hyper-parameter that fixes the first pose and thus the entire system (this also removes the gauge
freedom).

To be concrete, in this paper which uses stereo vision,hij projects theith 3D landmark into the image
taken from thejth pose and sozij is a pixel position(u, v).
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We might also assume that we haveprior information about the map and landmarks that can be
represented by a Gaussian. Letx̂Π ∼ N (xΠ,Π−1) denote the prior information about the first pose and
the map:

x̂Π =

[

x̂m

x̂p1

]

, Π =

[

Πm Πpm

Πpm Πp

]

.

By combining the process information with the prior information, we obtain the prediction probability
density function:

p(x) = N

([

xΠ

f(x)

]

,

[

Π−1

Q

])

. (1)

Under these Gaussian assumptions, the joint probabilityp(x, z) = p(z|x)p(x) of the measurements and
the state vector is:

p(z|x)p(x) = N









xΠ

f(x)
h(x)



 ,





Π−1

Q

R







 . (2)

Our goal is to compute the value ofx which maximizes this density, withz being a fixed set of
measurements.

Taking logs and ignoring constant terms that do not depend onx, we see that maximisingp(x, z) is
equivalent to minimising

ℓ(x) =
1

2
(g(x)TC−1g(x)) =

1

2
||r(x)||2, (3)

where

g(x) =





gΠ(x)
gf(x)
gz(x)



 =





xΠ − x̂Π

xp − f(x)
z − h(x)



 , C =





Π−1

Q

R



 ;

and we have lumped the sensor model, process model, and priorinformation terms together. The goal
is to find the choice ofx which minimises the quadratic non-linear cost functionalℓ(x). Writing the
normal equations associated with the Gauss-Newton method for solving non-linear least-squares gives us
an insight into the structure of the problem. Letgp andgm be the RHS vectors corresponding to the robot
path and map respectively. The Gauss-Newton update can be expressed as a2 × 2 system of equations:

[

Λm Λmp

Λmp
T Λp

] [

δxm

δxp

]

=

[

gm

gp

]

.

Taking advantage of this sparse structure, the system of equations is typically solved by forward-then-
backward substitution, either of thepath-onto-the-mapor of themap-onto-the-path[71].

Depending on the process noise and the prior, the system matrix, Λ, can take on different sparsity
patterns that affect the complexity of finding a solution. Aninfinite process noise covariance would mean
the motion model does not contribute information to the system, which would reduce the process-block
of the system matrix to block diagonal, which isO(m+n3) to solve. Similarly, without prior information
(i.e. Π = 0) the map-block is also block diagonal, which isO(m3 + n) to solve. Without information
from the motion model and without prior information the problem is equivalent to the Bundle Adjustment
problem in photogrammetry, which can be solved in eitherO(m3 + n) or O(m + n3) [8]. It is interesting
to note that in this form (no motion model, no prior), the firstoptimal solution using cameras appears
to have been developed by Brown circa 1958 [7]. Brown was alsothe originator of what has come to
be known as the Tsai camera model [72]. When converted to a recursive least squares framework, the
computational costs mentioned above can typically be reduced to quadratic [2].
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B. The Sliding Window Filter

For locally optimal trajectory and map estimation we employa Sliding Window Filter (SWF), which
is an approximation to the full feature-based batch non-linear least squares SLAM problem [62], [63].
The SWF concentrates computational resources on accurately estimating the spatially immediate map and
trajectory from a sliding time window of the most recent sensor measurements. To keep computation
tractable, old poses and landmarks that are not visible fromthe currently active sliding window of poses
are marginalized out. After marginalization, the remaining non-linear least squares problem is solved via
a sparse Gauss-Newton method with a robust Huber-cost function.

Marginalizing out the parameters we wish to remove is equivalent to applying theSchur complement
to the least squares equations [35], [61]. For example, given the system

[

Λa Λb

ΛT
b Λc

] [

δxa

δxb

]

=

[

ga

gb

]

,

reducing the parametersxa onto the parametersxb gives
[

Λa Λb

0 Λc −ΛT
b Λ−1

a Λb

] [

xa

xb

]

=

[

ga

gb −ΛT
b Λ−1

a ga

]

,

where the termΛT
bΛ−1

a Λb is called the Schur complement ofΛa in Λb. After this forward substitution
step, the smaller lower-right system[Λc −ΛT

bΛ−1
a Λb][xb] = [gb −ΛT

bΛ−1
a ga] can be solved for updates

to xb. The SWF solves incrementally only for the smaller system, which is how it maintains constant
time operation. Using back-substitution, the full system can be solved for at any point – for instance at
loop closure if we desire a global solution. However, we find the global solution is more readily computed
with pose-graph relaxation techniques described in Section V, and do not use the SWF for loop closure.

1) Sliding Window Filter Overview:We now give a brief synopsis of the SWF algorithm.
Adding new pose parameters: First, after completingm − 1 steps, the commandum is used to drive

the system forward via the process model,xpm
= f(xpm−1,um), which adds six new pose parameters

to xp. Recall that in the Gauss-Newton method the covariance matrix is approximated by the inverse
of the Hessian matrix [3]. Thus, after applying the process model but before incorporating any new
measurements, we can use the Gauss-Newton method to computean updated information matrix, which
is simply the Hessian associated with theMLE solution. This operation is a linearized error propagation,
affects only the process-block of the information matrix, and can be computed in constant time.

Removing parameters: Next, if there are now more thank poses active (for ak-step SWF), then the
we marginalize out the oldest pose parameters using the Schur complement. Ifk = 1 then this step is
algebraically equivalent to the EKF SLAM timestep, and there is only ever a single active pose. Note
that marginalizing affects the RHS of the system equations.In conjunction with the error propagation
described above, this step transforms the state and information matrix identically to the first order discrete
EKF timestep — i.e. error propagation to a new pose followed by marginalizing old pose parameters is
equivalent to the EKF timestep. At this point, to keep the state vector size bounded, we also marginalize
out invisible landmarks that are no longer visible from the active poses.

Updating parameters: Before a complete measurement update is computed, parameters are added toxm

to represent any newly observed landmarks (initial values are computed via stereo), andΛm is extended
(with zeros) appropriately. Finally, all the measurementswithin the time window are used to update the
least squares solution. This step requires solving the non-linear least squares problem, which we do via
a sparse robust Gauss-Newton method.

Depending on the number of poses in the sliding window, the SWF can scale from the offline, optimal
batch least squares solution to a fast online incremental solution. For instance, if the sliding window
encompasses all poses, the solution is algebraically equivalent to full SLAM; if only one time-step is
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Fig. 4. The average mean squared error performance for Visual Odometry compared to the batch solution, as well as the SWF solution.
The SWF can be seen as strictly superior to VO with the same computational complexity as VO but with near optimal convergence.

maintained, the solution is algebraically equivalent to the Extended Kalman Filter SLAM solution [40]. If
robot poses and environment landmarks are slowly marginalized out over time such that the state vector
ceases to grow, then the filter becomes constant time, like Visual Odometry. The sliding window method
also enables reversible data association [5], out-of sequence measurement updates, and robust estimation
across multiple timesteps — all of which help the overall performance of our system.

This approach allows us to decouple our loop closure system from the core pose estimator, and hence
concentrates computational resources on improving the local result. With high bandwidth sensors (like
cameras) focusing on the local problem is clearly importantfor computational reasons; this is especially
true if we wish to fuse all of the sensor data (or a significant portion thereof). However, even with this
local focus, once a loop closure is identified, global optimization over the sequence left behind can be a
good match to the global batch solution.

It is interesting to note what happens if we simply delete parameters from the estimator instead of
marginalizing them out. For a sliding window of sizek, the error converges like1/k — just as we
would expect the batch estimator to do. However, afterk steps, the error stops converging as we delete
information from the back of the filter. With such deleting and a sliding window ofk = 1, we end up
with a solution that is nearly identical to previous forms ofVisual Odometry (VO) [43], [52], [55]. The
graph in Figure 4 shows the average MSE performance for this type of Visual Odometry compared to the
batch solution, as well as the SWF solution. Given this insight, the SWF can be seen as strictly superior
to VO: it has the same computational complexity as VO, yet it 1) shows near optimal convergence and 2)
does not suffer from stationary drift. In practice the SWF ismost often used in this constant-time regime.

The SWF is an approach that can scale from exhaustive batch solutions to fast incremental solutions
by tuning a time window of active parameters. If the window encompasses all time, the solution is
algebraically equivalent to full SLAM; if only one time-step is maintained, the solution is algebraically
equivalent to the Extended Kalman Filter SLAM solution. From this point on we shall simply refer to
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the case ofk = 1 with landmark marginalisation as “Visual Odometry”.

C. The Provenance of the Sliding Window Filter

The SWF is a non-linear least squares approach to navigationand mapping inspired by results from
the Photogrammetry community, dating back to the late 1950s[7], [47], and later derivatives like the
Variable State Dimension Filter [45], [44], Visual Odometry [43], [52], and of course Extended Kalman
Filter SLAM [66]. The techniques of Photogrammetry were gradually adopted or rediscovered as Visual
Odometry and Shape from Motion in the computer vision community [43], [71], [24] and Simultaneous
Localization and Mapping in the robotics community [41], [67]. These are all least squares estimators —
often expressing algebraically equivalent solutions.

Since the original development of the SWF [62], some similartechniques have been developed in the
computer vision literature based on bundle adjustment [20], [49]. The high frame rates achieved in [20]
are largely due to short feature track lengths; furthermore, the effect of marginalization and including prior
information is not addressed, and it is assumed that fixing old frames is reasonable. Because frames are
removed and only certain keyframes are kept, the results cannot converge to the optimal batch solution.
Similarly, the results of [49] do not include all the data, but instead only use a selected sub-set of keyframes,
and hence cannot match full SLAM. In contrast, the SWF attempts to match the full solution by rolling
parameters into prior information.

Brown’s Photogrammetric Bundle Adjustment (BA) is the original image-based batch maximum like-
lihood solution to the full SLAM problem from the iterative non-linear least squares perspective [7].
Brown’s sparse (and therefore fast) solution to BA does not include dense prior information or a process
model, which can be useful for SLAM. The work by Mikhail [47] gives an incremental/recursive algorithm
that can include arbitrary functional relationships between parameters (e.g. a process model) as well as
including prior information matrices. However, to facilitate faster run-times Mikhail employs the same
sparse optimizations as Brown. Brown’s sparse system of equations does not capture the temporal evolution
of the probability density function if there is prior information induced by marginalization.

GraphSLAM [67], Exactly Sparse Delayed State Filters (ESDSFs) [21], Smoothing and Mapping (SAM)
[18], and recent work of Konolige [36] are all examples of non-linear least-squares techniques similar to
Bundle Adjustment. SAM solves the system equations efficiently by variable re-ordering, which is also
a well known technique in Photogrammetry [71]. The success of this approach depends critically on the
structure of the least-squares system matrix, which generally cannot be known beforehand since it depends
on how the robot goes about observing the world. General re-ordering algorithms that are optimal for
arbitrary system equations are known to be NP-complete [75]. GraphSLAM is an off-line solution and is
typically tackled with available numerical sparse solvers.

Both GraphSLAM and ESDSFs factor the map onto the path, thereby producing a “pose-graph”,
which can then be solved for the optimal robot trajectory. Fast pose-graph optimization methods are
a recent development [56], [27], [25]. By finding the maximumlikelihood configuration of a sequence of
interrelated poses, these approaches can solve impressively large problems. Note however that pose-graph
methods do not compute an optimal structure estimate and instead focus on computing the optimal vehicle
trajectory.

Exactly Sparse Delayed State Filters (ESDSFs) are aview-basedapproach inspired by both the VSDF
(see later) and Sparse Extended Information Filters [68], [21]. ESDSFs are efficient approximations to
the full SLAM solution, although they rely on view-matchingraw data, so the assumption of independent
measurement noise in the sensor model may be violated — an eyemust be kept on the “double counting
data" issue.

In some sense, Sliding Window Filters are the opposite of GraphSLAM and Delayed State Filters:
where these methods factor the map onto the path, the SWF slowly factors the path onto the map. This
has important implications for the run time complexity as the algorithm progresses. In GraphSLAM, as
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the map is factored onto the path, the induced structure in the path block,Λp, can grow to be arbitrarily
complex. This stems from the fact that there are an infinite variety of paths through an environment — and
usually we will not know how the robot is going to move beforehand. On the other hand, marginalizing the
path onto the map only ever induces a structure with abounded complexityas there is a limited number of
landmark-to-landmark conditional dependencies induced.Fundamentally, while there is an infinite variety
of paths through the environment, there is just one environment. This point is a crucial distinction between
methods that factor onto the path and methods that do not.

The Variable State Dimension Filter (VSDF) [44], [45] combines the benefits of batch least squares
with those of recursive estimation. Interestingly, both the SWF and the VSDF are very similar to Mikhail’s
“Unified Adjustment” technique [47]. Mikhail’s work is a general and complete treatment of least squares
adjustment, whereas the SWF and VSDF are specific examples applied to SLAM and structure from
motion (SFM). The VSDF is a mixed formulation, taking inspiration from the Sparse Levenberg-Marquardt
method used in Bundle Adjustment [48], [29], and also from the traditional Extended Kalman Filter used
in SLAM [66]. For computational efficiency, the VSDF ignoresconditional dependencies that are induced
from marginalizing out old parameters, and, like Brown’s Bundle Adjustment, it also ignores conditional
dependencies that exist between adjacent pose parameters —especially the block tridiagonal matrix
structure of the process block. In comparison, the least squares formulation for full SLAM captures this
information naturally. Neglecting conditional dependencies can be detrimental; in SLAM it will lead to
divergence [50].

The recent work of Deans [17] is also inspired by the least squares approach, and like the VSDF and
SWF aims at online implementation by focusing the computation on the most recent set of measurements
by removing parameters from consideration. However, instead of incrementally marginalizing the solution
pose by pose, the formulation breaks the problem into sets ofadjacent batch problems.

D. Feature Selection and Matching — The Image Processing Front End

This section describes the underlying image processing fora feature-based visual tracker essential for
tracking features between stereo frames; and is joint work with Mei and Reid of the Active Vision Lab
at Oxford. The steps have similarities with other works in the field e.g. [19] but here are adapted to the
processing of stereo images. We begin with a top level view. For each incoming frame, the following
steps are undertaken.

Feature extraction. The features used in this work are provided by the FAST cornerextractor
[59]. This extractor provides good repeatability at a smallcomputational cost. FAST corners are
extracted at different “pyramid levels” (scales). The pyramid provides robustness to motion blur
and enables point matching in larger regions of the image.

Pose initialisation. To provide robustness to strong inter-frame rotation, an SSD gradient descent
algorithm [46], applied at the highest pyramid level, is used to estimate the 3D rotation between
two time-steps. The assumption of pure rotation is valid if the inter-frame translation is small
with respect to the landmark depths and at 20Hz frame rate this is indeed the case.

Temporal feature matching. The 3D landmarks (the map) are projected alternatively intothe
left and right images and matched in a fixed-sized window to the extracted FAST corners using
mean SAD (sum of absolute difference with the mean removed for better resilience to lighting
changes). A maximal accepted score is set to provide a first pass robustness to outliers. Point
correspondences between image pairs are obtained by a scan line search in the already rectified
images.
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TABLE II
V ISUAL ODOMETRY RESULTS FORBEGBROKE AND FIRSTNEW COLLEGE DATA SETS.

Begbroke New College 1

Avg. Min. Max. Avg. Min. Max.
Distance Travelled (km) — — 1.08 — — 2.26

Frames Processed — — 23,268 — — 51263
Velocity (m/s) 0.93 0.00 1.47 0.94 9.46e-4 1.53

Angular Velocity (deg/s) 9.49 0.0 75.22 7.08 4.12e-3 69.00
Frames Per Second 22.2 10.6 31.4 20.6 10.3 30.0
Features per Frame 93 44 143 95 37 142

Feature Track Length 13.42 2 701 11.59 2 717
Reprojection Error 0.17 2.74e-3 0.55 0.13 0.03 1.01

TABLE III
V ISUAL ODOMETRY RESULTS FOR SECOND AND THIRDNEW COLLEGE DATA SETS.

New College 2 New College 3

Avg. Min. Max. Avg. Min. Max.
Distance Travelled (km) — — 2.05 — — 0.82

Frames Processed — — 49,114 — — 29489
Velocity (m/s) 0.83 4.55e-4 3.05 0.56 1.63e-4 1.26

Angular Velocity (deg/s) 7.13 8.23e-3 62.56 4.83 5.24e-3 59.75
Frames Per Second 21.5 7.4 29.8 20.3 7.4 28.6
Features per Frame 91 45 142 93 49 146

Feature Track Length 14.43 2 622 27.76 2 1363
Reprojection Error 0.12 0.028 0.91 0.10 0.024 0.29

Localisation. After the map points have been matched, a localization step minimises the 6 D.O.F.
of the camera pose using m-estimators for robustness. Afterthe minimisation, the landmark
measurements with strong reprojection errors are removed from the system. This step proved
important to enable early removal of outliers and the possibility of adding new, more stable
landmarks.

Left-right matching. To achieve a high-frame rate with good accuracy around 50-100 features
are tracked at each time-step. The feature selection process follows the assumption that we
desire distinctive features with a uniform distribution inthe image (irrespective of the underlying
tracking uncertainty). A quadtree is used to represent the distribution of the measurements at
each time-step. It contains the number of measurements in the image and the maximal amount
of points allowed in the different parts of the image to ensure a uniform distribution of features.
It is used in the following way.

1) During temporal matching, the matched map points are inserted into the quadtree according
to their measurement image locations.

2) To add new features, FAST corners are extracted from the left and right images and ordered
by a distinctiveness score (in this work we used Harris scores). To decide which features to
add, the best features are taken in order and their image location is checked in the quadtree
to ensure the maximal amount of allowed points has not been exceeded. If it passes the
test, the corresponding point in the other stereo pair is searched along the same scanline.

E. Visual Odometry Results

We present results from two venues, “Begbroke” and “New College” — the latter taken over multiple
days. The data sets are summarised in Tables II and III and theestimated trajectories are shown in Figures
5(a)-5(d).
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(a) Begbroke (b) New College 1

(c) New College 2 (d) New College 3

Fig. 5. Visual Odometry results for the four data sets detailed in Tables II and III.

III. CLOSING LOOPS WITHFAB-MAP

Loop closure detection is a well known difficulty for metric SLAM systems. Our system employs an
appearance-based approach to detect loop closure – i.e. using sensory similarity to determine when the
robot is revisiting a previously mapped area. Loop closure cues based on sensory similarity are independent
of the robot’s estimated position, and so are robust even in situations where there is significant error in
the metric position estimate, for example after traversinga large loop where turning angles have been
poorly estimated.

Our approach, FAB-MAP (Fast Appearance Based Mapping), previously described in [13], [15], [14],
[16], is based on a probabilistic notion of similarity and incorporates a generative model for typical place
appearance which allows the system to correctly assign loopclosure probability to observations even in
environments where many places have similar sensory appearance — a problem known as perceptual
aliasing.

Appearance is represented using the bag-of-words model developed for image retrieval systems in the
computer vision community [64], [54] which has recently been applied to mobile robotics for loop closure
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detection by several authors [22], [1]. More generally appearance has been used in loop closure detection
and localisation tasks by many authors [38], [39], [10], [60], [34], [74]. At time k, our appearance map
consists of a set ofnk discrete locations, each location being described by a distribution over which
appearance words are likely to be observed there. Incoming sensory data is converted into a bag-of-words
representation; for each location, we can then ask how likely it is that the observation came from that
location’s distribution. We also find an expression for the probability that the observation came from a
place not in the map. This yields a PDF over location, which wecan use to make a data association
decision and either create a new place model or update our belief about the appearance of an existing
place. Essentially this is a SLAM algorithm in the space of appearance, which runs parallel to our metric
SLAM system.

A. A Bayesian Formulation of Location from Appearance

Calculating position, given an observation of local appearance, can be formulated as a recursive Bayes
estimation problem. IfLi denotes a location,Zk the kth observation andZk all observations up to time
k, then:

p(Li|Z
k) =

p(Zk|Li,Zk−1)p(Li|Zk−1)

p(Zk|Zk−1)
(4)

Herep(Li|Zk−1) is our prior belief about our location,p(Zk|Li,Zk−1) is the observation likelihood, and
p(Zk|Zk−1) is a normalizing term. An observationZ is a binary vector, theith entry of which indicates
whether or not theith word of the visual vocabulary was detected in the current scene. The key term
here is the observation likelihood,p(Zk|Li,Zk−1), which specifies how likely each place in our map
was to have generated the current observation. Assuming current and past observations are conditionally
independent given location, this can be expanded as:

p(Zk|Li) = p(zn|z1, z2, ..., zn−1, Li)...p(z2|z1, Li)p(z1|Li). (5)

This expression cannot be evaluated directly because of theintractability of learning the high-order
conditional dependencies between appearance words. The simplest solution is to use a Naive Bayes
approximation; however we have found that results improve considerably if we instead employ a Chow
Liu approximation [11] which captures more of the conditional dependencies between appearance words.
The Chow Liu algorithm locates a tree-structured Bayesian network that approximates the true joint
distribution over the appearance words. The approximationis guaranteed to be optimal within the space
of tree-structured networks. For details of the expansion of p(Zk|Li) using the Chow Liu approximation
we refer readers to [13].

B. Loop Closure or New Place?

One of the most significant challenges for appearance-basedloop closure detection is calculating the
probability that the current observation comes from a placenot already in the map. This is particularly
difficult due to the repetitive nature of many real-world environments – a new place may look very similar
to a previously visited one. While many appearance-based localization systems exist, this extension beyond
pure localization makes the problem considerably more difficult [28]. The key is a correct calculation of
the denominator of Equation 4,p(Zk|Zk−1). If we divide the world into the set of mapped placesM and
the unmapped placesM , then

p(Zk|Z
k−1) =

∑

m∈M

p(Zk|Lm)p(Lm|Z
k−1) +

∑

u∈M

p(Zk|Lu)p(Lu|Z
k−1) (6)

where we have applied our assumption that observations are conditionally independent given location.
The first summation is simply the likelihood of all the observations for all places in the map. The second
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Fig. 6. Place recognition results generated by FAB-MAP. Probability of loop closure is calculated to be 0.9986. (Note that a stitched
panorama view is shown here; the algorithm is applied directly to the unstitched frames.)

Fig. 7. Example place recognition result generated by FAB-MAP under markedly different lighting conditions. Probability of loop closure
is calculated to be 0.9519.

summation is the likelihood of the observation for all possible unmapped places. Clearly we cannot
compute this term directly because the second summation is effectively infinite. We have investigated a
number of approximations. A mean field-based approximationhas reasonable results and can be computed
very quickly; however, we have found that a sampling-based approach yields the best results. If we have
a large set of randomly collected place modelsLu (readily available from previous runs of the robot),
then we can approximate the term by

p(Zk|Z
k−1) ≈

∑

m∈M

p(Zk|Lm)p(Lm|Z
k−1) + p(Lnew|Z

k−1)
ns

∑

u=1

p(Zk|Lu)

ns

(7)

wherens is the number of samples used,p(Lnew|Zk−1) is our prior probability of being at a new place,
and the prior probability of each sampled place modelLu with respect to our history of observations is
assumed to be uniform. Note here that in our experiments the placesLu do not come from the current
workspace of the robot – rather they come from previous runs of the robot in different locations. They
hold no specific information about the current workspace butrather capture the probability of certain
generic repeating features, such as foliage and brickwork.Figures 6 and 7 show typical loop closure
results obtained using our method. Note the high degree of confidence despite marked changes in scene
and lighting. Figure 8 shows the compute time per new image added as a function of topological map
size. Note that these results are generated with a FABMAP implementation described in [14] much faster
compute times are reported in [16].

In this paper we have used a Ladybug panoramic camera becausethe360o views it provides allow loop
closure detections when revisiting a place in the opposite direction. However there is nothing about our
system that explicitly requires360o views. Indeed, we could (and have) use the relatively narrowfield of
view images from the stereo pair but we would expect an increase in the false negative rate.

IV. UPGRADING FROMTOPOLOGICAL LOOP CLOSURES TOMETRIC CONSTRAINTS

The FAB-MAP algorithm takes a collection of images as input (each image in our case is a five-image
panorama taken from a Ladybug camera). Images are presentedsequentially and at each time-step the
algorithm returns a(N +1) bin pdf over places (images) representing the probability that the latest image
corresponds to each ofN previous places (images) or a “new place”. This allows us to generate topological
loop closure notification when the probability of a match becomes substantial. The precision-recall and
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Fig. 8. Inference time for FAB-MAP. Generating the SURF features adds a fixed overhead of 716ms on average. The mean inference time
is 56ms, so the total mean processing time per panoramic image is 772ms. The robot collects a panoramic image on average every 1.7
seconds, so this is faster than real time.

spatial regularity of the detected loop closures is shown inFigures 10 and 11. There is a marked difference
in recall performance between the Begbroke and NewCollege runs. The Begroke sequence was well lit
and diverse in appearance. In contrast, the New College dataset [65] is far more challenging containing
marked changes in lighting and many opportunities for spatial aliasing (false positives) something which
FABMAP is designed to be resistant to. Note however that for both data sets one in two poses are within
2m of a correctly identified loop closure constraint.

Loop closures are detected using a multi-view camera giving360o of view. They take the form of a
tuple< ta, tb > whereta and tb are two times at which the vehicle appeared to be in the same place. We
refer toa and b as “loop closure ends”. Figure 9(a) illustrates the distribution of loop closures detected
on the Begbroke data set. Only loop closures with a 99% probability are indicated.

The question now is how does one apply this loop closure constraint to our metric VO derived trajectory.
For any loop closure< ta, tb > we require a metric parameterisation of the 6 D.O.F. transformation aTb

between the poses of the vehicle at the timesta andtb. We currently use two options: pose recovery from
two pairs of stereo images and laser point cloud matching.

A. Pose Recovery from Stereo Pairs

A version of our visual-odometry front-end is used to verifyloop-closures from FAB-MAP. The
approach described in Section II-D is used to select 500 welldistributed image points. SIFT descriptors
are then extracted (with scale provided by depth from stereo), and n-to-n matching is done between left
images to establish temporal correspondence. RANSAC is used to find the initial transformation between
frames (with three 3D points used to produce potential models). The final RANSAC estimate is then used
to seed a Gauss-Newton MLE estimate with a Huber kernel for further robustness. Typical stereo loop
closure images are shown in Figure 12 and Figure 13. Estimates that have more than 50 matches and a
reprojection error less than 0.2 pixels are kept as valid. These uncertain loop-closure transforms are used
during pose graph relaxation as described in Section V. Figure 14 shows an interesting and important
case in which the FAB-MAP algorithm gives a false positive which is caught by this visual geometry test.

B. Pose Recovery via Point Cloud Matching

Recovering relative pose from stereo yields excellent results, however it cannot be run on all loop
closures. It is not always the case that loop closures bind points in the vehicle’s trajectory in which the
vehicle is travelling in the same direction — for example thefirst pass through a region may have been
a north-south traversal, while the second is south-north. The FAB-MAP loop closure is insensitive to
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(a) Begbroke (b) New College 1

(c) New College 2 (d) New College 3

Fig. 9. Visual Odometry results for the four data sets detailed in Tables II and III with detected loop closures shown in green. Only loop
closures with a 99% probability are indicated. Note that in contrast to the Begbroke data set where lighting was ideal, there are false positives
in the processing of the first New College data set, which mustbe removed with geometric consistency checks.

changes in the direction of travel — it considers all the visual words seen in a360o panorama — but the
two views from the stereo rig are wildly different and there is little hope of finding an alignment between
the two poses. In these cases we resort to using ICP [4] between two point clouds generated from short
(a few seconds) segments of the vehicle’s motion around eachend of the loop closure.

ICP is not guaranteed to converge — especially if the initialguessed alignment between the point clouds
is in gross error (often the case with loop closures). A technique capable of matching 2D point clouds under
such conditions was proposed by Bosse and Zlot [6] and it is our intention to extend this to the 3D case
which we need here. However, for the results given in this paper we implemented a simple (conservative)
threshold-based classifier capable of rejecting incorrectalignments based on the final absolute residual
norm, inlier to outlier ratio and rate of change of residual norm over the optimisation. Figures 15(a) and
15(b) show the effect of scene shape on the outcome of the ICP alignment. Convergence problems with
ICP are well known and we shall not dwell more on them here. However, were it not for an ICP fall
back, we would not be able to deduce the metric loop closures in the first New College data set.

Before moving on to discuss how metric loop closure measurements are used, Figure 16 shows the loop
closures which were upgraded from toplogical to metric formby both stereo and ICP. Note that point
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(a) Precision-Recall (b) Spatial Regularity

Fig. 10. Quality evaluation of the FAB-MAP loop closure detections. The precision-recall curve for FAB-MAP loop closure detection for
the Begbroke dataset is shown in (a). 74% of possible loop closures are correctly detected, without false positives. Thespatial distribution of
the loop closure detections is shown in (b). For parts of the trajectory where loop-closing occurs (defined as the paths being within 7.5m),
85% of poses are either detected as loop closures or are within 2m of a detected loop closure.

(a) Precision-Recall (b) Spatial Regularity

Fig. 11. Quality evaluation of the FAB-MAP loop closure detections. The precision-recall curve for FAB-MAP loop closure detection for
the New College 1 dataset is shown in (a). 16% of possible loopclosures are correctly detected, with 99.5% precision. Thespatial distribution
of the loop closure detections is shown in (b). For parts of the trajectory where loop-closing occurs (defined as the pathsbeing within 7.5m),
50% of poses are either detected as loop closures or are within 2m of a detected loop closure.

cloud matching was only invoked for the cases in which the stereo method failed — generally because
of a reverse traverse.

V. POSE GRAPH RELAXATION

The VO subsystem produces a chain of 6 D.O.F. vehicle poses linked by relative transformations which
should be thought of as uncertain metric constraints. The combination of the FAB-MAP output and metric
pose recovery methods just described provides additional constraints between poses, resulting in a graph
of vehicle poses. Figure 17 illustrates the structure of a typical pose graph. We wish to “relax” this graph,
perturbing the edges to accommodate, in a minimum error sense, the metric information in both VO and
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Fig. 12. Feature correspondences at loop closure are found and verified by relative stereo pose estimation. Loop closures presented by
FAB-MAP must pass a geometric check: we typically require 50correspondences with an average reprojection error less than 0.2 pixels
before we accept the metric loop closure measurement as valid. Note this does not mean the output of the FAB-MAP process isfalse — just
that there are not enough geometric features to upgrade froma topological to metric constraint. Such inferred uncertain relative poses are
used in the pose-relaxation technique described in SectionV. The figure shows the intra-pair matches (left right) and the inter-pose matches
(top, bottom).

loop closure constraints. Several authors have examined methods for pose graph relaxation in recent years
e.g. [27], [69]. The particular size and structure of our graphs motivated us to use classical non-linear
optimisation techniques taking care at implementation time to make full use of the sparse properties of
the problem. We note with reference to Figure 17 that the visual odometry system produces a chain of
relative transformations (and poses) through the center ofthe graph. This chain corresponds to the vehicle’s
smooth trajectory through the workspace. Loop closure constraints pinch this chain together via single
edges between disparate poses. We chose to optimise not overthe set of poses in the graph but rather
over the relative poses between them. DefineV = {v1, v2 · · · } to be the set of inter-pose transformations
along the trajectory chain such thatvi is the transformation between posei − 1 and posei. Furthermore
defineV = [vT

1 , vT
2 · · · ]T to be a stacked vector of parameterisations of these relative transformations —

this will be our state vector which we wish to optimise.
Consider now Figure 18 which shows a loop closure constraintbetween two posesm andq. We note

that the transformation,mTq between two posesm and q is simply the integration of all the individual
transformations between poses:

mTq = vm+1 ⊕ vm+2 · · · ⊕ vq (8)

where⊕ denotes the transformation composition operator. This then constitutes a prediction of the loop
closure constraintmLq and ||mLq −m Tq||2 is a measure of the compatibility of the graph edges with
the loop closure measurements. More generally, if we have a set of n loop closuresL = {L1 · · ·Ln}
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Fig. 13. A FAB-MAP true positive rejected by stereo registration due to lack of correspondences. It is possible to generate more matches;
here we chose to err on the conservative side when it comes to computing metric information from loop closure notifications — incorrect
loop closures are dire.

whereLi is between posea(i) andb(i) (a andb are look up functions), andm interpose visual odometry
measurementsVO = {vo1 · · · vom}, then the cost metric we wish to impose on the whole graph and then
minimise is

C(V |L,VO) =

n
∑

i

||Li −
a(i) Tb(i)||

2 +

m
∑

i

||voi − vi||
2 (9)

where we note that the predictiona(i)Tb(i) is itself a function ofV . The quadratic cost function in Equation
9 is well suited to classical non-linear minimisation techniques. Many of these techniques require the
calculation of the derivative of the measurement prediction with respect to the state vector being optimised.
We will now consider the form of this derivative.

Consider again Figure 18 which shows one loop closure between posem and poseq. We can write an
incremental change in the prediction ofmTq as

δ mTq =

q
∑

r=m+1

∂ mTq

∂ vr

δvr (10)

whereδvr is an incremental change in therth component of the state vectorV — the relative transformation
between poser − 1 and poser. Considering the partial derivative in the summation and substituting
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Fig. 14. FAB-MAP false positive rejected by stereo registration due to lack of correspondences. The two scenes are clearly not identical
although they do share a common appearance.

(a) Good ICP alignment (b) Failed ICP alignment

Fig. 15. Scenes with rich geometry commonly lead to excellent 6 D.O.F alignment but when presented with largely flat scenes ICP
commonly converges to a local minima. Here the boughs of the tree (final loop around the ground of the first New College data set) provide
a well defined minima and an excellent match between two pointclouds (red and blue). In the case of a facade of a building thealignment
has snapped to an incorrect alignment, understandable as spatial aliasing problem.
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Fig. 16. The successful stereo-metric and laser ICP-metricloop closures that survived the geometric verification stages. Stereo successes
are in dashed green and “fall back” laser cases are in solid purple. The direction of travel of the vehicle has been indicated with arrows.

e lkf g h i j

g
L
l
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L
j

Fig. 17. A section of typical pose graph. Poses (e, f...l) aredenoted as nodes (circles) and edges are relative transformations. There is a
chain of relative transformations flowing through the graphcreated by the visual odometry system. Loop closure transformationsiLj are
single edges linking disparate nodes (i and j) of this chain.
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Fig. 18. A section of pose graph showing a loop closure between vehicle posesm and q and a state of interestvr. Note the pose graph
optimisation is over transformations between vehicle poses and not the poses themselves. The dotted circles representan arbitrary number
of poses.

Equation 8 we have

∂ mTq

∂ vr

=
∂ {vm+1 ⊕ vm+2 · · · ⊕ vq}

∂vr

(11)

=
∂ {mTr−1 ⊕ vr ⊕r Tq}

∂vr

(12)

wheremTr−1 and rTq are rigid kinematic chains. This allows us to write via the chain rule

∂ mTq

∂ vr

= J1(
mTr−1 ⊕ vr,

r Tq)J2(
mTr−1, vr) (13)

where

J1(x, y) =
∂x ⊕ y

∂x
(14)

J2(x, y) =
∂x ⊕ y

∂y
(15)

are the jacobians of the composition operator⊕ for arbitrary transformationsx andy.
Equation 10 can be written in matrix form

δ mTq = hm,qδV (16)

whereδV is a vector of small changes inV andh is a row-matrix where thekth sub block (m < k <
q) is given by Equation 13 and zero for allk outside this range. Writing the error between predicted
transformationmTq and the measured value of the loop closuremLq asδmLq we seek a change inV , δV ,
such that

hm,qδV = δmLq. (17)

If we have n loop closure constraints we will haven such constraints to fulfill each in the form of
Equation 17 yielding

HδV = δL (18)

where δL is a stacked vector of loop closure measurements. As it stands this system of equations is
almost certainly underconstrained — there will typically be many fewer loop closures than poses (we
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(a) New College 1 Vision Only (b) New College 1 Vision and Laser

Fig. 19. Left: the optimised trajectory of the first New College data set (2.3km) using only visual constraints (no laser ICP). Note the final
loop around the ground appears to be in error because no stereo matching was possible due to the opposite traversal direction. Right: the
optimised trajectory using both visual constraints and ICPmatching. Note how in comparison to Figure 19(a) the final excursion around the
grounds is properly constrained.

typically drop a pose every 50ms). The system is made to be observable by adding in the visual odometry
measurements between poses such that the complete problem becomes

[

H

I

]

δV =

[

δL
Z

]

(19)

whereZ = [voT
1 , voT

2 · · · ]T is a stacked vector of visual odometry measurements betweenposes. This linear
form can then be solved swiftly using standard techniques — we use preconditioned conjugate gradient
because

[

HT I
]T

is large and we do not wish to create or store it in memory — to yield incremental
adjustments in the pose graph’s edges. Optimisation ceaseswhen the perturbations inV become small.

Figure 19(a) shows the results of applying our relaxation approach to the trajectory shown in Figure
5(b) using only stereo metric constraints. The final loop around the grounds was made in the opposite
direction to those that came before and so no FAB-MAP loop closures could be upgraded metrically.
Figure 19(b) shows the advantages of being able to fall back on laser-based ICP matching. Where no
stereo metric constraints could be found, point clouds rendered from the VO trajectory are matched in
6 D.O.F. and used to constrain the pose graph. Figures 20(a) and 20(b) show relaxed trajectories for the
second and third New College data sets.

VI. M AP GENERATION AND QUALITY ASSESSMENT

The trajectory estimation described in this paper is entirely vision-based (apart from cases where we
need to fall back to ICP registration to infer loop closure geometry — see Section IV-B). We map the
3D structure of the workspace by rendering laser range data and stereo depth maps from the estimated
trajectory.

A. Laser Map Generation

Our vehicle is equipped with two LMS 291 lasers mounted vertically on its sides. The lasers are set
to 0.5 degree resolution resulting in an “angel wing” beam pattern. By capturing the intensity of the
reflected laser pulses and careful time synchronisation (Tables II and III indicate the angular velocities
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(a) New College 2 (b) New College 3

Fig. 20. The optimised trajectory of the second New College data set (2.1km) and the third New College data set (0.8km)

Fig. 21. Close detail of a point cloud built by rendering range and reflectance data from the estimated trajectory of moving Segway platform
(New College data set).

experienced by our vehicle) we are able to generate detailed3D point clouds. Figure 21 shows the typical
detail produced in real time from our full 6 D.O.F. platform.

Figure 22 shows a view of part of the map built from the New College data set [65] (front quad)
rendered from the estimated trajectory. The “up” gravity vector has been aligned using the ground plane
detection described in Section VI-B. Figure 24 shows a thinned point cloud of the entire first New College
data set.

With an assembled 3D point cloud in hand, it is possible to produce a coloured version like that shown
in Figure 23 by back projecting laser points into the view of acamera and looking up the required colour.
It is at this point that the importance of high quality lens distortion removal, timing and 6 D.O.F. pose
estimation becomes evident — poor spatial and temporal alignment lead to disappointing results. While
this produces appealing results it is not an end in itself. Rather it is an important precursor to the semantic
labeling step described in Section VIII.
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Fig. 22. View of the buildings in the Quad of the New College data set rendered from the 6 D.O.F. estimated trajectory.

Fig. 23. A view of the New College data set with colour derivedfrom back-projecting laser points into the images taken by the panoramic
camera used for loop closure detection.
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Fig. 24. A complete “bird’s-eye” view of the 1st New College data set with the map rendered from an optimised pose-graph.

(a) Left image (b) Disparity map

Fig. 25. The result of disparity map calculation on a stereo pair from the New College data set. The colour of pixels in the disparity map
indicate depth — red pixels are close to the camera, dark blueare far away. Pixels for which no disparity could be calculated are black.

B. Dense Stereo Map Generation

As well as using the stereo rig to estimate vehicle motion, weare able to generate disparity maps in
real time. This will enable us to undertake obstacle avoidance and motion planning tasks. At present we
use the disparity maps to fill in the 3D structure of the scene not observed by the scanning lasers on our
vehicle shown in Figure 2. The orientation and field of view (900) of the lasers means that a stripe of
workspace is unobserved underneath the vehicle and near each side (note the black stripe in Figure 23).

We implement a local, window-based stereo algorithm employing a number of disparity refinement and
error detection stages. Stereo images from the Point Grey BumbleBee2 camera are undistorted and rectified
using the factory calibration stored onboard the camera. Tocompensate for any photometric variation
between the two images, we process the images using a Laplacian of Gaussian filter [42]. Taking the left
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image as the reference image, we calculate correlation scores using a sum of absolute differences over the
correlation window (typically 11x11 pixels). These disparities are refined using the multiple supporting
windows technique described by Hirschmüller and Garibaldi[30]. This helps to compensate for errors
introduced by a correlation window which overlaps depth discontinuities. Five supporting windows are
used for speed of computation and the best (lowest) three scores contribute to the refined correlation score.

For each pixel, a search of the corresponding discrete correlation curve is performed, looking for
the minimum correlation score. A left/right consistency check, as proposed by Fua [26], performs the
correlation search twice by reversing the roles of the two images. A disparity is marked as invalid if the
two correlation curve minima do not agree.

A sharply defined minimum is strongly indicative of a correctcorrespondence match. A flat, or close to
flat correlation curve indicates a region of low texture in which it is inherently difficult to find a correct
match using a window-based stereo algorithm. We therefore disregard disparities for pixels where the
relative difference between the lowest and second lowest points of the curve falls below an empirically
determined threshold.

Subpixel interpolation is performed by fitting a parabola tothe correlation minimum and the two
neighbouring values — the minimum of this curve is taken to bethe subpixel disparity. Finally, we
consider the 8-way connected components of each pixel in theresulting refined disparity map, discarding
pixels which are not connected to a minimum number of pixels with similar disparities. This step helps to
remove isolated incorrect pixels. An example result of our disparity map calculation is shown in Figure
25.

We convert the disparity maps into 3D point clouds and, usingthe 6 D.O.F. poses from visual odometry
(Section II), orient them in a global coordinate frame. A simple RANSAC [23] plane fitting method is
used to detect the ground plane in each point cloud. Results are shown with ground plane highlighted in
Figure 26. We choose to only store 3D points which are locatedwithin 5m from the camera. This is due
to the triangulation uncertainty in the conversion from disparity to depth becoming more pronounced with
more distant points [43]. An average of79% of possible pixels in each 512x384 input image are given
valid disparity values by our implementation, and of these58% fall within our 5m threshold.

C. Assessing Map Quality

Although the 3D point clouds are visually compelling, it is important to assess their intrinsic quality.
In the long term we want to use measures of map quality to deduce additional pose graph constraints
required to create a high quality model of the workspace. In this section we will analyse the quality
of the map built inside the New College Quad. The quadrangle was circumnavigated four times and a
perfect map would have all four walls lining up perfectly after each orbit. Our approach is to measure
how far from this ideal our map really is. We begin by finding planar sets of points from walls which
were observed on multiple loops using the following two steps.

Region of interest selection. The user is presented with a 3D point cloud of theinitial pass of
a environment and selectsk test points,1p1:k, on a wall and expands a capture radiusri round
each such that the set of points,1Wi within ri of pi lie within a plane. Here we are using a
superscripted prefix to indicate the pass of the workspace —1 being the first pass,2 being the
second and so on.

Interest expansion. A script is run which searches over the entire map to find additional planar
point sets that correspond to the same patch of wall but from subsequent passes. If there were
N complete passes through the environment we would expectN point sets for each of thek
user-selected test points1:NWi i = 1 : k. We are assuming here that the maps being analysed
are not in gross error, otherwise, finding correspondences across passes will be hard.
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Fig. 26. Dense 3D point cloud from stereo using the first New College data set rendered from the V.O. trajectory, ground plane in green.
An average of79% of possible pixels in each 512x384 input image are given valid disparity values by our implementation, and of these
58% fall within 5m of the camera.

We are now able to calculate statistics on how consistent thegeometry of the wall patches are as they
are mapped again and again. Firstly we calculate the normaljn̂i of each wall patchjWi via an SVD of
its scatter matrix and also the centroidsjci, j = 1 : N i = 1 : k. For each possible pairing of planes
corresponding to the same physical patch of wall we calculate the angle between the surface normals and
the distance between centroids. We refer to these quantities as intra-cluster alignment and displacement.
Table IV presents statistics of these quantities.

TABLE IV
ANALYSIS OF THE QUALITY OF NEW COLLEGE QUAD POINT CLOUD

Property Value
Maximum intra-cluster angle over allW 9.1o

Minimum intra-cluster angle over allW 0.32o

Maximum of the average intra-cluster angle over allW 4.86o

Minimum of the average intra-cluster angle over allW 0.66o

Average intra-cluster angle over allW 3.6o

Maximum intra-cluster displacement over allW 0.6m

Minimum intra-cluster displacement over allW 0.02m

Maximum of the average intra-cluster displacement over allW 0.33m

Minimum of the average intra-cluster displacement over allW 0.14m

Average intra-cluster displacement over allW 0.21m
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(a) A user-selected seed point in a planar region (b) Locations in which seed points were selected

Fig. 27. In the left image a user has selected a point on a wall (beside a tree) using laser points only from the first pass pastit and a
planar region has been detected and selected around it. The right hand image shows, with red crosses, where these test points were selected
to generate the statistics shown in Table IV .

The results are promising although not perfect, and this is an area requiring further work. In particular
it would be advantageous and interesting to add extra constraints to the pose graph as a function of the
measured quality of the maps — this is an area of current research.

VII. M ULTI SESSION MAPPING

The FAB-MAP architecture can easily be applied across data gathered from multiple outings. The input
to the algorithm can be batch or sequential. Presented with acollection of images, it generates a list of
loop closure notifications between images which are themselves time stamped. This means loop closures
can be found between data sets gathered days apart and because the operation is purely appearance-based,
we need not worry about aligning metric coordinate frames. Figure 28 shows loop closures found between
the second and third New College data sets.

Section V shows how the graph relaxation can be viewed as relaxing a chain of poses laid down by the
vehicle’s motion which is pinched together by loop closure edges. This notion can be simply extended
to multi-session scenarios by modeling the change of location between the end of dayk and the start of
day k + 1 as a single link joining two trajectory chains, but of which we have infinite uncertainty. Figure
28 shows the result of applying this technique to the co-joined trajectories shown in Figure 29.

The optimisation of our pose graphs is an offline process — it takes about 20 minutes to optimise
a 50, 000 node graph with a few hundred loop closures. The question of finding the correct weighting
between loop closure interpose constraints is a delicate one and needs further research. Certainly, one
must model the correlations between linear and rotational motion for a non-holonomic vehicle. Also, if
the optimisation is seeded with an atrocious first guess thenconvergence to a reasonable trajectory is far
from assured. As always, local minima are a hazard and these often take the form of tight knots in the
vehicle trajectory. To undo one of these knots (and from there reach a global minima) appears to require
a temporary increase in the costC(V |L,VO) as defined in Equation 9 — something gradient-based
optimisers are unable to do.

VIII. SEMANTIC LABELLING

The maps we produce are agglomerations of laser points — at this point they are well registered
and coloured and make for appealing images like Figure 23. But we wish to do more. We want to
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Fig. 28. Loop closure links found within andbetweenthe second and third New College data sets. Inter-day loop closures are shown in
green.

move towards understandingwhat is in the map, where it is, and what that might mean to a user and
for the operation of the vehicle. Particularly when navigating in an urban context, a more informative,
higher-order representation of the environment is indispensable: if only because self-preservation dictates
avoidance of highly dynamic regions such as roads. Robust localisation can be helped by distinguishing
features beyond the recognition of ubiquitous general objects such as ‘ground’, ‘wall’ or ‘house’. This
motivates the definition of desired classes: in an urban environment places can be distinguished by the
type of ground that is present, the colour and texture of surrounding houses (or, more appropriately, of
surrounding walls) and the presence or absence of other features such as bushes or trees. Our goal is to
add value to maps built by mapping algorithms by augmenting them with such higher-order, semantic
labels. We achieve this by using bothscene-appearance and geometryto produce a composite description
of the local area. The following presents an overview of the classification framework employed as well
as the data processing involved. The system was first introduced and evaluated extensively in [58]. It is
worth noting that the classifiers employed here originate from a different vehicle with a different sensor
payload and setup: the classifiers were trained originally on an ATRV-Junior vehicle using data from a
forward-looking LMS 200 unit mounted in a reciprocating cradle. However, the general nature of the
features used for classification provide for acceptable classification performance without necessitating a
customization of the classification framework or even retraining of the classifiers for the Segway-based
platform in Figure 2.

A. The Labelling Pipeline

Our scene labelling engine is based on both appearance and geometric features extracted from cross-
calibrated camera-laser pairs. In this case, on both sides of the vehicle one of the sideways-looking cameras
of the Ladybug unit was calibrated against the LMS unit on that same side. This allows for the projection
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Fig. 29. Relaxed multi-session trajectories between the second (blue) and third (pink) New College data sets. Note thatfusion and relaxation
is done with no manual alignment of coordinate frames — the alignment is automatically discovered by applying loop closure constraints.

of gathered laser data into the corresponding images. Thus equipped, the processing pipeline proceeds by
first performing a plane segmentation on a laser point cloud associated with a particular scene. The choice
of a plane as a geometric primitive is tolerable because of its ubiquitous use in man-made environments,
but it is something our latest work does not require. This segmentation provides us with a robust estimate
of local 3D geometry associated with every laser datum identified as part of a plane in the environment.
These data are then projected into the corresponding cameraimages.

While the next section will provide a more detailed outline of the classification framework employed,
we mention here our choice of a majority voting scheme in the resulting classifications to motivate the next
step in the processing pipeline. As described in detail in [58], the initial plane segmentation in laser space
is refined based on an off-the-shelf image segmentation algorithm. The result of this processing step are
image patches – orsuperpixels– which, by way of containing laser data, have 3D geometric information
associated with them. For each of these superpixels, standard appearance features are associated with each
of the projected laser data. In this case, a histogram for both the hue- and saturation-channel is calculated
over a fixed-size neighbourhood around each interest point.The laser data associated with each superpixel
as well as the corresponding feature vectors form the input to the classification stage of the system.

B. Classification Framework

The classification framework adopted here operates on individual laser data grouped by superpixel
membership and results in the classification of entire superpixels in an image by means of majority
consensus of individual classifications. In order to classify individual laser data, we employ a hierarchical
combination of two distinct discriminative approaches. Anillustration is given in Figure 30. At the top
of the hierarchy a threshold classifier is employed to distinguish between ground and non-ground classes,
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Fig. 30. The classification hierarchy employed in this work employing both a Bayesian classifier ( to separate ground and non-ground
classes) and a bank of SVMs.

based on the Bayes decision rule. The decision is based on theheight (from the ground) of an individual
laser datum as well as the orientation of the plane segment ofwhich the datum is a member. The appropriate
thresholds for this classification stage were learned from labelled training data.

The second level of the classification hierarchy consists ofa bank of support-vector machines (SVMs)
for the ground and the non-ground classes respectively. SVMs are a popular choice where the model
parameters are found by solving a convex optimisation problem. This is a desirable property since it
implies that the final classifier is guaranteed to be the best feasible discriminant given the training data.

While SVMs are inherently binary decision makers, multi-class classification within a bank of classifiers
is performed by comparing the outputs of the individual SVMstrained as one-versus-all. This is a common
extension to the binary case [9]. In order to ensure that the classifier outputs are of the same scale – and
thus comparable – aprobabilistic calibrationis performed in which the class posterior from the raw SVM
output is estimated such that the final classification amounts to a maximuma posterioridecision amongst
the individual classes [57]. Finally, majority consensus amongst all the individual laser classifications
within an image patch provides the label for that superpixel.

The system was trained and evaluated on an ATRV Junior platform using laser and vision data from
over 16 km of track through an urban environment. IndividualSVMs were trained using a Gaussian
kernel, which is a common choice and has been found to performwell in a variety of applications. The
kernel width as well as a trade-off parameter specifying a tolerance for misclassifications during training
were determined using five-fold cross-validation over a grid in parameter space. To provide an indication
of typical system performance classification results on a validation set are presented in Table V. For this
data set scene classification was carried out on average in 4.8 s per frame. For a detailed description and
analysis of the performance of the classification frameworkthe reader is referred to [58].

Typical output from this system when applied to data gathered by the Segway at various positions
around the New College Quad (data set 1) is shown in Figure 31.

IX. FUTURE WORK

This paper documents our progress in producing a reliable large-scale navigation system. While very
few published methods tackle the trajectory lengths we do here ([37], [53] being clear exceptions) and at
our frame density, much remains to be done. While we certainly have the parts in place to achieve our
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Class Details Performance
Name # Patches# Points Precision [%] Recall [%]

Gr 99 5393 96.6 98.1
Ta 1373 77256 97.7 89.0
Di 147 7988 46.4 84.8
Te 2240 69541 82.7 73.5
Sm 906 29881 56.9 64.4
Bu 181 8364 60.6 62.8
Ve 169 4499 43.7 80.1

Legend for class shortcuts:Grass,Tarmac/Paved,Dirt Path,
Textured Wall,Smooth Wall, Bush/Foliage,Vehicle

TABLE V
CLASSIFICATION RESULTS FOR AN INDEPENDENT VALIDATION SET. (REPRODUCED FROM[58])

Fig. 31. Typical output from the scene labelling engine employed around the New College quad. The top row presents the original images.
The bottom row presents the corresponding superpixel classifications and shows the projected laser data for each image.The labels are
generated automatically. While not all of the classes mentioned in the legend are represented in the images, the full legend has been provided
to give an intuition as to the classes catered for by the current system. A more detailed evaluation of the system employedhere can be found
in [58].

aims, we are not at the stage at which long-term operation is reliable. If we were to pick one aspect of
this research that needs attention it would be introspection — the ability to look back over past decisions,
measurements and optimisations and, armed with several metrics, decide that all is not well and, ideally,
plan and execute remedial action. This goes beyond the commonplace day-to-day data association problem
where we search for the best way to interpret a given set of measurements (including rejecting them). We
should be looking at the final global properties of maps and trajectories (for example compatibility between
camera pixels and laser range images) to assess online performance and drive exploration strategies. Our
work on map quality analysis is a start down this path, but much remains to be done to provide SLAM
systems with the nagging, persistent self-doubt that we believe will lead to the robust implementations
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we desire. Looking to the future, our motivation is to move upfrom pixels and laser pulses through
geometry and image patches and up to useful structural and semantic labels of workspaces. We wish
to generate symbols with sufficient diversity and richness that allow a connection with computational
linguistics. Indeed, a mid-term goal is to reach a state of systems maturity in which it becomes sensible
to engage in problems of life-long learning and principled human machine communication via natural
language. We have some way to go before achieving this, but webelieve the bedrock must be a robust,
long-lived ability to localise, map and label workspaces from a moving platform.
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